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Abstract—With the invention of immersive displays and high 

technology multimedia systems, there is an interest among 

viewers for more realistic and interactive experience with video 

media. Their viewing experience can be further enhanced by 

letting them to feel the motion of objects in a video through 

haptic interface, as it becomes an additional sensation over seeing 

and hearing it. The objective of this research is to use the string 

based haptic interface, SPIDAR to interact with the video and 

enable the viewers to feel the motion of objects in it, beyond 

passive seeing and hearing. We propose two methods for object 

motion rendering, one using a linear gain controller and another 

using a nonlinear gain controller. Furthermore, we evaluated 

those two methods with the participation of real users, with the 

objective of identifying the better method. We can conclude that 

the method using a nonlinear gain controller is more effective 

than the method using a linear gain controller for object motion 

rendering since it enables the user to get a continuous feeling of 

the movement of objects in the video. Feedbacks of real users 

further enable us to conclude that haptic motion rendering of a 

video sequence enhances the viewing experience of viewers. 

 

Index Terms— Video Processing, Multimedia applications, 

Virtual Reality, Haptic Interface, SPIDAR (Space Interface 

Device for Artificial Reality), Optical Flow, Haptic Motion 

Rendering 

 

I. INTRODUCTION 

owadays, there is a growing interest among viewers 

for more realistic and interactive experience with 

video media. With the invention of high technology 

multimedia systems and immersive displays, significance of 

exploring new ways of interacting with video media has 

grown up. For example, in three-dimensional television 

(3D-TV), viewers can see objects in true dimensions and in 

their natural color, providing a natural viewing experience 

with advanced audio technologies. The Viewers` experience 

can be further enhanced if they can feel the movement of the 

objects in the video through haptic interface, as it is an 

additional sensation to seeing and hearing. 

 

Today, there is a vast development and significant 

involvement of haptic interfaces in the world. Unlike 

traditional interfaces that provide visual and auditory 

information, haptic interfaces can generate mechanical signals, 

which stimulate human kinaesthetic and touch channels [1].  

As a result it enables the users to touch and manipulate objects 

in the scene and can enhance human senses in a virtual world. 

Haptic Interfaces are being used in different kinds of 

application areas such as in training [2] [3], education [4], 

entertainment and 3D interaction [5]. However, the 

incorporation of haptic interface technology into video media 

is still in its infancy.  

 

As Dinder et al [6] discusses, there are three types of haptic 

effects which are cooperating with haptic interaction of video 

media.  Those are haptic structure, haptic texture and haptic 

motion. Haptic structure  refers  to  the  touching  or  

getting  the  feeling  of  the geometry of an object in the 

video scene. Haptic texture refers to the rendering of surface 

properties such as roughness of various objects in the video 

scene. Haptic motion refers to the rendering of forces related 

to the moving objects in the scene. In this research we address 

the effect of haptic motion. Consequently, this research is an 

attempt to use haptic technology to interact with a video with 

the objective of enabling the viewers to feel the motion of 

objects in the video beyond passive seeing and hearing.  

 

Videos are generally made up of sequences of individual 

images called frames. We identify feature points of each 

image frame and do the tracking of those points using basic 

computer vision algorithms. We calculate the motion of an 

object in the video by using the velocity information of feature 

points. The most interesting and the novel feature of this 

research is haptic motion rendering. For that, we propose a 

method by evaluating two candidate methods; one using a 

linear gain controller and another using a nonlinear gain 

controller. We use the haptic device SPIDAR, which is 

developed by the Sato laboratory of Tokyo Institute of 

Technology.  

 

SPIDAR, which stands for `SPace Interface Device for 

Artificial Reality`, is a string-based haptic interface and can be 

used in various types of Virtual Reality applications ranging  

from desktop, workbench, human scale and networked 
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environments. SPIDAR has three distinguishable features 

namely scalability, string based and transparency. Scalability 

means, the ability of SPIDAR to fit into different working 

spaces such as desktop, workbench, or human-scale with 

simple modifications on its structural layout.  String based 

technology gives the user the ability to display position, 

orientation and force feedback information, providing an 

effective means of pointing and controlling in a virtual 

environment. Transparency is based on the string-based 

technology, because SPIDAR keeps the working space 

transparent without obscuring the visual display. The first 

proposal of SPIDAR was presented by Professor Makoto Sato 

in 1989 and until now different versions of SPIDAR  systems 

are available from simple `pick` and `place` tasks to  more 

complicated physical interactions in virtual worlds [7].  

 

Some of new inventions of SPIDAR systems are namely 

SPIDAR-H, SPIDAR-G, SPIDAR-8, SPIDAR-mouse and 

SPIDAR-I. Among them SPIDAR-H and SPIDAR-8 are large 

scale devices and SPIDAR-G, SPIDAR-mouse and SPIDAR-I 

are desktop versions. SPIDAR-H can provide force feedback 

sensation to users within human scale virtual environments. 

SPIDAR-G works as a three dimensional interface device for 

3D virtual environment interactions. SPIDAR-8 is a 

two-handed multi-finger version, which allows a user to use 

thumb, index, middle, and ring fingers of both left and right 

hands to manipulate virtual objects in a simulated virtual 

world. The user can  perform  the  corporative  work  

using  both  hands  and  perceive  force  feedback  at  

eight fingertips, while manipulating the virtual objects. 

SPIDAR-mouse is suitable for interactions in 2D virtual 

environments and SPIDAR-I is an inner-string haptic interface, 

which is still in its development stage. 

 

 
 

Fig. 1. SPIDAR-G haptic device  

 

Even though the SPIDAR system is used in various types 

of virtual reality applications, it has not yet been used in the 

context of video media. From the above family of SPIDAR 

haptic interfaces, for this research we use the SPIDAR-G 

haptic interface, which is shown in Fig. 1. SPIDAR-G is a grip 

type, tension based, 6 degrees of freedom (3 degrees of 

freedom for translation, 3 degrees of freedom for rotation) and 

grasp enabled force-feedback device. This device has a grip 

and it is used to grasp objects in the virtual world. This grip is 

attached to 8 strings. Each string is connected to a motor and 

an encoder at one end and to the grip at the other end. The 

feedback force is determined by the tension of each string 

generated by the motor, which is transformed to the users 

hand through the grip. By connecting this device to a personal 

computer, it provides a high definition force feedback 

sensation to the user`s hand [8] [9].  

 

When used in a context of a video, SPIDAR-G enables the 

viewer to feel the movement of the objects in the video 

through the forces related to the movement into his/her hand 

by grasping the grip as illustrated in Fig. 2. 

 

 
 
Fig. 2. Haptic interaction scenario 

 

This paper is organized as follows. Section 2 presents 

related work in haptic rendering with video media and using 

SPIDAR for image haptization. Section 3 presents the 

methods adopted for feature point selection, feature point 

tracking, motion estimation and haptic motion rendering. We 

further elaborate on our proposed approach for haptic motion 

rendering using two methods; a linear gain controller and a 

nonlinear gain controller. Section 4 presents the results of the 

experimental evaluation using above two methods to identify 

the better method. It analyses the users’ feedbacks regarding 

the viewing experience of video with and without haptic 

feedback. Section 5 provides the concluding remarks and 

future work. 
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II. RELATED WORK 

Incorporation of haptic technology into video media is not 

adequately researched in the haptic rendering field. This 

section summarizes few of them. 

   

Dinder et al [6] have introduced the concept of haptic 

motion for the first time and they discussed a method to 

compute haptic structure and motion signals for 2D video –

plus-depth representation, which enables the viewer to 

navigate the scene and get the experience of the geometry of 

objects in the scene as well as the forces related to moving 

objects in the scene, using PHANToM haptic interface. They 

model the total force as the sum of static and dynamic forces. 

While the static force is related to the geometry, material and 

surface properties of an object, dynamic force relates to the 

relative motion between the object and haptic interaction 

point. 

 

O`Modhrain et al [10] have discussed how haptic 

interaction can enhance and enrich the viewer’s experience in 

broadcast content. They proposed a touch TV project with the 

use of Gravis Xterminator Force and remote control handset 

to generate haptic cues for cartoons and live sports 

broadcastings, which adds greater sense of immersion. They 

believe that the interactive nature of touch media has the 

potential to greatly enrich interactive TV by physically 

engaging the viewer in the programmed experience. 

 

Cha et al [11] [12] [13] have proposed a touchable 3D video 

system, which provides haptic interaction with objects in a 

video scene. As a result it enables the viewers to actively 

touch a video scene through a PHANToM force feedback 

device. It enables to physically explore the video content and 

feel various haptic properties such as texture, height map and 

stiffness of the scene. They introduced Depth Image-Based 

Haptic Representation (DIBHR) method to add haptic surface 

properties of the video media.  

 

Kim et al [14] have proposed a 3DTV system, which 

enables not only enjoying a high-quality 3D video in real time 

but experiencing various user-friendly interactions such as 

free viewpoint changing, composition of computer graphics 

and haptic display. They created a new representation of 

dynamic 3D scene, called 3D depth video, in which the viewer 

can touch the shape of it by wearing a haptic device using a 

haptic rendering algorithm. 

 

Because of the distinguishing features of scalability, string 

based and transparency of the SPIDAR system, it`s interface 

is used in various types of virtual reality systems [7]. Even 

though SPIDAR has not been used for haptization in video 

media, recently SPIDAR-G haptic interface has been used in 

the context of images. Liu et al [15] have proposed a 2D 

image haptization system which provides the users with sense 

of touch on an image with local deformations using SPIDAR 

haptic interface. He further extends his research to 3D image 

haptization with local deformations by using depth 

representation of images [16]. 

 

III. METHODOLOGY 

The proposed method for this research can be illustrated 

using a block diagram as in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
Fig. 3. Block diagram of the proposed approach 

 

As shown in Fig. 3, the proposed approach in this research 

has four major parts namely feature point selection, feature 

point tracking, motion estimation and haptic motion rendering. 

The first step of this sequence of steps is feature point 

selection. In that step, it identifies good features of each image 

frame of a video. The next step, feature point tracking 

involves the tracking of those feature points from frame to 

frame. In the motion estimation, it calculates the motion of an 

object in the image frame by getting the average motion of 

each feature point throughout the video. In this research our 

main contribution is in the final step, i.e. haptic motion 

rendering. There, we intend to find a method to associate 

haptic signals with video media to generate motion feedback 

to users through the haptic interface SPIDAR. For that we 

propose two candidate methods with the intention of selecting 

the better one. The following sections broadly describe the 

above parts. 

A. Feature Point Selection 

Feature point selection is an important task of any 

computer vision and image processing application. Since 

feature point selection is the starting point of many computer 

vision algorithms, the performance of the subsequent 

algorithm as well as the overall performance of the process 

basically depends on it. 

 

Feature point selection finds which points are good to track. 

For example corners or good textures may be good feature 

Feature Point Selection 

Feature Point Tracking 

Motion Estimation 

Haptic Motion Rendering 

Image 

sequence 

SPIDAR-G 

system 
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points of an image. There are various methods existing for 

feature selection such as Harris, Canny, Sobel etc. Among 

those methods Shi & Thomasi algorithm gives better results 

than the others [17]. Besides, this algorithm is more efficient 

in feature point detection and hence, the processing time of 

the overall process becomes less. Therefore we use Shi & 

Thomasi algorithm for feature point selection in the image 

sequence. This algorithm is based on the assumption that the 

brightness of a pixel does not change from frame to frame. 

 

Feature points are chosen by first selecting a 

neighbourhood N of 𝑛 × 𝑛 pixels around each pixel in the 

image. Due to the image motion, the horizontal and vertical 

displacements of the point at (x, y), ∂x and ∂y, are calculated 

and the derivatives ∂I
∂x⁄  and ∂I

∂y⁄  are calculated with a 

Sobel operator for all pixels in the neighbourhood N [17]. For 

each pixel in the neighbourhood the eigenvalues λ is of matrix 

A, which represented by equation (1), are calculated. 

 

𝐴 =  [
∑ (

𝜕𝐼

𝜕𝑥
)

2

𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑 ∑ (
𝜕2𝐼

𝜕𝑥𝜕𝑦
)𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑

∑ (
𝜕2𝐼

𝜕𝑥𝜕𝑦
)𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑 ∑ (

𝜕𝐼

𝜕𝑦
)

2

𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑

]    (1) 

 

In case of a feature point, the matrix A should have two 

large eigenvalues. Therefore, the pixels as feature points with 

the large value of λ are then selected by thresholding. Based 

on the magnitude of the eigenvalues, the following inferences 

can be made [17]. 

 

1. If  λ1 and λ2 are too small, the pixel (x, y) has no 

features of  interest. 

2. If   λ1 is too small and λ2  has a large positive value, 

an edge is found. 

3. If  λ1 and λ2 have large positive values, a corner is 

found. 

 

This method, it recognizes the corners as more stable for 

tracking, by using the condition [min (λ1, λ2) >λ], where λ is a 

predefined threshold. Furthermore, this method accepts 

feature points only if two stronger feature points are distanced 

enough from each other. 

 

B. Feature Point Tracking 

Feature point tracking involves identifying above features 

reliably from frame to frame. These feature points are then 

used to measure the motion of the objects between two frames 

in an image sequence.  In this research, we use the optical 

flow technique for feature point tracking [18]. 

 

Optical Flow is the distribution of apparent velocities of 

movement of brightness patterns in an image. Optical flow 

arises from relative motion of objects and the viewer [19]. The 

way an object moves when it is seen or followed in a video or 

sequence of images is known as optical flow [20]. There are 

two types of optical flow methods namely dense optical flow 

and sparse optical flow. In dense optical flow methods, it 

associates velocity with every pixel in an image. ‘Horn- 

Schunck method’ and ‘Block matching method’ are examples 

for this type of optical flow [18]. In practice, calculating dense 

optical flow is not easy because of the high computational cost. 

Alternatively, sparse optical flow techniques calculate 

velocities only on the points which have certain desirable 

properties. Suppose there is a pixel point (x, y, t) of an object 

in the image at time t with intensity I(x, y, t), which moves to 

(△x, △y, △t) in the next image frame. 

 

According to the image brightness constraint equation in 

equation (2), the brightness of a pixel does not change as it 

moves from frame to frame. 

 

I(x, y, t) = I(x+△x, y+△y, t+△t)                      (2) 

 

Assuming the displacement between two consecutive 

frames to be small, using Taylor series for brightness can 

obtain, 

 

I(x+△x, y+△y, t+△t) = I(x, y, t)+ 
𝜕𝐼

𝜕𝑥
 △ 𝑥 + 

𝜕𝐼

𝜕𝑦
 △ 𝑦 + 

𝜕𝐼

𝜕𝑡
 △

𝑡 + 𝐻𝑖𝑔ℎ𝑒𝑟 𝑂𝑟𝑑𝑒𝑟 𝑇𝑟𝑒𝑚𝑠                          (3) 

 

However according to the image brightness constraint in 

equation (2), 

 
𝜕𝐼

𝜕𝑥
 △ x + 

𝜕𝐼

𝜕𝑦
 △ y + 

𝜕𝐼

𝜕𝑡
 △ t = 0                      (4) 

 

Dividing equation (4) by △ t gives , 

 
𝜕𝐼

𝜕𝑥
 
△x

△t
+ 

𝜕𝐼

𝜕𝑦
 
△y

△t
+ 

𝜕𝐼

𝜕𝑡
 
△t

△t
= 0                         (5) 

 
𝜕𝐼

𝜕𝑥
 V𝑥 + 

𝜕𝐼

𝜕𝑦
 𝑉𝑦 = − 

𝜕𝐼

𝜕𝑡
                             (6) 

 

𝐼𝑥  V𝑥 + 𝐼𝑦 𝑉𝑦 = − 𝐼𝑡                               (7) 

 

To overcome the difficulties of solving this equation with 

two unknowns, it needs some additional constraint. There are 

lots of methods for determining optical flow, which address 

the above additional constraint for estimating the actual flow. 

In this research, we use Lucas-Kanade method. 

 
Lucas-Kanade Method is a widely used differential method 

for optical flow estimation. In this method it assumes that the 

spatial coherence constraint, which is the set of neighbouring 

points of the pixel under consideration, have similar motion. 

Thus the optical flow equation can be assumed representing 

the entire neighbourhood N of pixels points (p1, p2, p3… PN) , 

within the window centred at the pixel p. The velocity vector 

(V𝑥 ,V𝑦 ) is then determined through a calculation of least 

squares. 



5 

 
 . 

 

 

 

 

(

 
 
 
 
 
 
 
 

𝜕𝐼

𝜕𝑥
 (P1)

𝜕𝐼

𝜕𝑦
 (P1)

⋮
⋮
⋮

𝜕𝐼

𝜕𝑥
 (P𝑖)

𝜕𝐼

𝜕𝑦
 (P𝑖)

⋮
.
.

𝜕𝐼

𝜕𝑥
 (P𝑛)

𝜕𝐼

𝜕𝑦
 (P𝑛))

 
 
 
 
 
 
 
 

(
V𝑥

V𝑦
) = 

(

 
 
 
 
 
 
 
 

−
𝜕𝐼

𝜕𝑡
 (P1)

⋮
⋮
⋮

−
𝜕𝐼

𝜕𝑡
 (P𝑖)

⋮
.
.

−
𝜕𝐼

𝜕𝑡
 (P𝑛))

 
 
 
 
 
 
 
 

           (8) 

 
We used Pyramid Lucas-Kanade Algorithm, which is a 

pyramidal implementation of the Lucas-Kanade feature 

tracker [21]. At first in this technique, it solves optical flow at 

the top layer of the pyramid and then use the resulting motion 

estimates as the starting point for the next layer down. It 

continues going down the pyramid in this manner until it 

reaches the lowest level. Therefore by using this method, it 

can track faster and longer motions [18]. This has less 

computation and therefore it could be easily adapted for real 

time applications. [17]  

 

Fig. 4 shows the obtained results for feature point selection 

and tracking with the use of Shi & Thomasi method and the 

Pyramid Lucas-Kanade method for the video sequence of a 

bouncing ball. Fig. 5 shows the optical flows of that image 

sequences. In that figure, the direction of each arrow 

represents the direction of optical flow and the length of each 

arrow represents the magnitude of the optical flow. 

 

C. Motion Estimation 

 

This section explains how we calculate the motion of an 

object in the image frame.  

 

We use velocity of a feature point to estimate the motion. 

As shown in Fig. 6, the position of a feature point in two 

subsequent frames at time t and 𝑡 + ∆𝑡  can be represented as 

𝑝𝑖(𝑡) and 𝑝𝑖(𝑡 + ∆𝑡). 

 

The velocity of the feature point is calculated using the 

equation (9). 

 

 

Fig. 4. Feature point selection with the Shi & Thomasi method and tracking of those points in the subsequent frames using the Pyramid 
Lucas-Kanade feature tracker 

Fig.5. Results of optical flow 
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v𝑖(t)⃗⃗⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  
pi(t+∆t)−pi(t)

∆t
                             (9) 

Here, if there are N feature points in a frame, then the 

velocity of each frame is given by the average velocity of 

feature points in the image frame, as shown in equation (10). 

 

v (t)⃗⃗⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  
1

 
 ∑  𝑖(𝑡)

 
  1                      (10) 

 

To explain the result of this step, we used the image 

sequence of a bouncing ball shown in Fig.5. The Fig.6 shows 

the changes of the position (6(a)), velocity (6(b)) and 

acceleration (6(c)) of the ball in each frame during each run. 

 

Bouncing ball is a good example for evaluating position, 

velocity and acceleration change against time because these 

graphs convey lots of information about speeding up, slowing 

down, rising or falling of the ball.  

 

According to the Fig. 6(a), we can easily recognize the 

occasions when the ball is falling and rising. As shown in Fig. 

6(b), when the ball is falling, the velocities on the graph are 

shown as negative values and the velocity is increasing. On 

the other hand, when the ball is rising, the velocities on the 

graph are shown as positive values and the velocity is 

decreasing. At the top of each bounce the velocity is zero 

because the ball changes its moving direction. 

 

As the ball falls towards the floor its velocity increases and 

just before it hits the floor, its velocity becomes maximum.. 

Immediately after leaving the floor, i.e. at the start of the 

upward journey, its velocity is maximum and it is in the 

upward direction. As the ball rises towards its highest position, 

its velocity approaches zero. 
 

The Fig. 6 complies with the physics of a bouncing ball 

[22] and hence we can conclude that our proposed method is 

accurate. 

 

D. Haptic Motion Rendering 

 

Haptic motion rendering means rendering of forces related 

to the moving objects in the scene. In this section we explain 

how we calculated forces based on the above velocity changes 

in the video.  

 

We used SPIDAR-G haptic device shown in fig. 1. It 

generates six degrees of freedom force feedback by 

controlling the tension of each string in the system. 

 

However, the high velocities produced by high force and 

low velocities produced by low force lead to an unrealistic 

sensation. To overcome this problem of haptic jitter and to get 

a realistic sensation to the user we need to reduce force for 

high velocities and increase the force for low velocities. For 

this purpose, we evaluated two alternative methods, a method 

using a linear gain controller and a method using a nonlinear 

gain controller with the objective of identifying the better 

method.. 

 

 
 

Fig.6. Motion Estimation of bouncing ball 

 

I) Method Using a Linear Gain Controller:  

 

Automatic gain controller is a feature found on many 

electric circuits that automatically controls the gain of a signal. 
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We used this concept to control the force of the haptic device. 

 

Using the linear gain controller method, the feedback force 

is calculated from equation (11). This enables user to get the 

feeling of the movement of the object. 

 

F(t)⃗⃗ ⃗⃗ ⃗⃗  ⃗ = k ∗ v(t)⃗⃗ ⃗⃗ ⃗⃗  ⃗                                 (11) 

 

Here k is a gain controller. 

 

Calculation of k is done as in equation (12) to control the 

feedback force within a sensible region for all velocity levels. 

In other words, the purpose of the gain controller k is to 

increase the feedback force for weak changes in velocity and 

decrease the feedback force for strong changes in velocity. 

  

k =  
Fmax

Vmax(T)
                                   (12) 

 

Here Fmax is the maximum force output level of the 

SPIDAR-G for better sensation for this application. 

𝑉𝑚𝑎𝑥(𝑇) is the maximum velocity of the video frame at a time 

T, which can be expressed as in equation (13).  

 

𝑉𝑚𝑎𝑥(𝑇) =   { 𝑉𝑚𝑎𝑥(𝑡)     0≤t≤T                (13) 

 

We analysed the pattern of k value using the previously 

mentioned image sequence of the bouncing ball. Fig. 7 shows 

the results of the changing k values for the image sequence. 

 

 
 

Fig.7. Performance of the k value 

 

Resulting force feedback of the SPIDAR for the image 

sequence, calculated using equation (11), is shown in Fig 8.  

Notably, resulting force is within the sensible region of the 

SPIDAR-G and hence user can smoothly feel the movement 

of the objects in the video. 

 

II) Method Using a Nonlinear Gain Controller 

 

Similar to the previous method, the purpose of using a 

nonlinear gain controller is to maintain the feedback force in 

the sensible region by decreasing the feedback force for high 

velocities and increasing the feedback force for low velocities. 

Fig. 9 illustrates this idea in a graphical form. 

 

 
Fig.8. Feedback Force generated from SPIDAR for the bouncing ball using 
the linear gain controller method 

 

 
Fig.9. Purpose of the non-linear function 

F max 

Frame number 

Frame number 

Frame number 
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In the non-linear gain controller method we used a 

nonlinear function to map the velocity into force and the 

resulting feedback force to sense the motion of objects is 

shown in equation (14). 

 

𝐹(𝑡) = 𝑓( (𝑡))                                (14) 

 

Our requirement in selecting a nonlinear function was the 

ability of bringing down the feedback force into the sensible 

region of SPIDAR-G. As shown in Fig. 9, due to the S-shape 

behaviour, the sigmoid function proved to be a good candidate. 

However, as the velocity needs to be zero when changing the 

moving direction, we got an additional requirement such that 

the selected sigmoid function needs to go through the origin. 

Therefore, we selected the inverse tangent function, of which 

the corresponding candidate as shown in equation (15).    

 

𝐹(𝑡) =  
2 𝐹𝑚𝑎𝑥

𝜋
tan−1(𝛼 ∗ 𝑉(𝑡))                  (15) 

Here   𝛼 is chosen arbitrary as 0.01. 

 

 
 

Fig.10. Feedback Force generated from SPIDAR for the bouncing ball using a 

nonlinear function 

Resulting force feedback of the SPIDAR for the image 

sequence calculated using equation (15), is shown in Fig. 10.  

Notably, resulting force is within the sensible region of the 

SPIDAR-G and hence user can smoothly feel the movement 

of the objects in the video. 
 

We can compare the resulting feedback force using two 

methods, the method using linear gain controller and the 

method using nonlinear gain controller with respect to the 

position and velocity changes by using Fig. 8 and Fig. 10. It is 

clear from Fig. 10 that nonlinear gain controller method 

outperforms the linear gain controller method, since it 

increases the feedback force for low velocities than the gain 

controller method and decreases the feedback force for high 

velocities reasonably within the sensible region of the 

SPIDAR-G haptic device. In other words, in the method using 

the nonlinear gain controller user can feel the movement of 

the objects in the video even for smaller changes of the 

velocity. As a result user can get a continuous feeling of the 

movement of the ball even when the ball is in the air. 

IV. RESULTS OF EXPERIMENTAL EVALUATION 

In order to further evaluate which method gives better 

feeling about the movement of the objects in the video, we 

performed an experiment by getting the involvement of real 

users. We used different video sequences such as a bouncing 

ball, waterfall, a blowing tree and a cat moving its hand as test 

beds. Those videos are 2D image sequences, which includes 

only one moving object at a time. Moreover, the camera is not 

moving in those videos. 

 

The users are experienced users of SPIDAR system. For 

each user we assigned three videos randomly from above and 

conducted the experiment using the two methods, i.e linear 

gain controller method and the nonlinear gain controller 

method. After the experience with the three image sequence, 

we asked the users to rate each method based on their feeling 

using a questionnaire.  

 

As the first thing, we asked them to rate the two methods in 

a scale of  `bad`, `poor`, `average`, `good` and `very good` 

based on their feeling of movement of the object in the video. 

The resulting responses are shown graphically in fig. 11. 

 

However to simplify the analysis, we generally considered 

the responses of `poor` and `bad` as negative responses such 

that the feeling of the movement is not satisfactory for the 

respective method. On the other hand,  the responses of 

`average`, `good` and `very good` have considered as positive 

responses such that the feeling of the movement is satisfactory 

for the respective method. These two categories of negative 

and positive responses are denoted by `Bad` and `Good` 

respectively. Here we took `average` also as a positive 

response, because we believe that the proposed method is 

successful even if that method can give at least some kind of 

feeling to users. 

Frame number 

Frame number 

F max 
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Fig.12. Distribution of responses for using a nonlinear gain controller 

method 

 

The result of this new rating is shown in Table 1 and also 

shown graphically in Fig. 12. This graph shows how users rate 

each method based on their feeling as `Good ` or `Bad`. We 

tested with the involvement of ten numbers of real participants 

and it is clear that more than 70% of users responded that 

using the nonlinear gain controller method is better than using 

a linear gain controller method. 

 

Furthermore, we evaluated the usefulness of haptization 

with our proposed method to users by evaluating the system 

with and without haptic feedback. We assumed that users are 

good at the SPIDAR system and also used the videos which 

were used in the previous experiments. Moreover, for haptic 

feedback, we used the nonlinear gain controller method, 

which most of the users rated as the better method from the 

previous experiment. In the current experiment, we tested the 

system using three aspects; reality, interactivity and 

comfortability. Reality evaluates whether the system enables 

getting a real feeling of the scene. Interactivity evaluates 

whether the user feels him or herself as better involved in the 

scene as a part of it. Comfortability means whether the user 

feels more comfortable with the additional sensation provided 

with haptic feedback.  For this purpose we used a 

questionnaire and in the questionnaire users were asked to rate 

their experience for each aspect in both situations (i.e. with 

and without haptic feedback) in a scale of `Bad`, ` Poor`, 

`Average`, `Good` and `Very good`. The results are shown in 

the Fig. 13. 

 

To compare the difference between the two methods, we 

used the value of weighted average of users` responses for 

each method. When the reality was evaluated without haptic 

feedback, it`s value was 2.4 and it was 4.2 when evaluated 

with haptic feedback. When the aspect of interactivity was 

evaluated without haptic feedback, average user response 

value was 1.8 and it was 3.6 for the case with haptic feedback. 

When the aspect of comfortability was evaluated the average 

user response value was 3.2 both in the case of with and 

without haptic feedback. The above results are shown in the 

table 2. 

 

Method  

Good (User 

Percentage %) 

 

Bad (User 

Percentage %) 

Using a linear  

gain controller 

method 

 

 

50 

 

50 

Using a 

nonlinear gain 

controller 

method 

 

80 

 

20 

 
Table 1.  User responses for each method 

 

 
 

Fig.12. Result of responses of users for each method  

 

Aspect Without 

haptic feedback 

(Weighted 

Average Value) 

With haptic 

feedback 

(Weighted 

Average Value) 

Reality 2.4 4.2 

Interactivity 1.8 3.6 

Comfortability 3.2 3.2 

 

Table 2.  User’s responses for the three aspects with and without haptic 

feedback 
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Fig.13. Distribution of responses for using a nonlinear gain controller 

method 
 

From the Table 2 it is clear that having haptic feedback 

enhances the user experience in the aspects of reality and 

interactivity. However, we got moderate feedback from the 

users regarding the comfortability aspect as some users 

concluded that having only the visual feedback is more 

comfortable than having both visual and haptic feedback. 
 

V. DISCUSSIONS 

In this research we concern how to associate haptic signals 

with a video to feel the motion of objects. To achieve the 

above objective, we have experimentally evaluated two 

methods i.e. a linear gain controller method and a nonlinear 

gain controller method, with the objective of identifying the 

better one. We can conclude that using a nonlinear gain 

controller is more effective than using a linear gain controller 

because user can get a continuous feedback force and hence, 

can get the continuous feeling of the movement of the objects 

in the video. As a result, user can feel the movement of the 

objects in the video as additional information than seeing and 

hearing it. 

 

We tested our method with different types of 2D image 

sequences and identified that with haptic feedback enhances 

the video viewing experience of the users than without haptic 

feedback. 

 

The videos we used for our experiments had only one 

moving object. However, real videos are object rich 

environments with multiple moving objects. Therefore, it is 

highly necessary to research on how to interact with multiple 

objects in object rich environment. Further, real image 

sequences include lots of background noise, which affects the 

feedback force of the rendered object. Therefore, in the future, 

we expect to improve our method to eliminate such 

background noise and improve the output. 

   

Furthermore, we believe that it would be interesting and 

highly necessary to improve this method to render 3D motion 

from 2D image sequence as 3D technologies will increasingly 

become popular in the future.  In consequence, it will allow 

the users to get the 6 degrees of freedom force feedback based 

on rotation and translation of the motion of objects.  

 

Moreover, since SPIDAR-G is a grip type haptic device, 

user can feel the movement of the object only to the gripping 

hand. However this is not adequate to a realistic sensation. 

Therefore, another possible direction of future work would be 

to improve the system by identification of a suitable device 

such that it enables the user to get the whole body sensation. 
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