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Enhancing Social Media Content Analysis with 

Advanced Topic Modeling Techniques: 

A Comparative Study  
A.C.Nanayakkara, G.A.D.M.Thennakoon

Abstract— Topic modeling, a pivotal unsupervised machine 

learning approach, serves as a valuable tool for uncovering 

latent themes within vast document repositories. It aids in the 

organization, comprehension, and simplification of extensive 

textual data while revealing distinctive underlying themes 

across a corpus of documents. The intrinsic characteristics of 

social media content, marked by brevity, text-heavy nature, 

and a lack of structure, often pose methodological challenges in 

data collection and analysis. In an effort to bridge the realms of 

computer science and empirical social sciences, this research 

aims to assess the effectiveness of three distinct topic modeling 

methodologies: Bidirectional Encoder Representations from 

Transformers (BERTopic), Non-negative Matrix Factorization 

(NMF), and Latent Dirichlet Allocation (LDA). While NMF 

relies on a matrix factorization paradigm and LDA employs a 

probabilistic framework, BERT-based techniques, which 

utilize sentence embeddings for topic generation, represent a 

contemporary innovation. In this study, BERTopic is evaluated 

with multiple pre-trained sentence embeddings, and the 

outcomes are rigorously compared with those derived from 

LDA and NMF methodologies. The study leverages C_V and 

U_MASS, two vital coherence measures, to evaluate the 

efficacy of these topic modeling strategies. The research delves 

into the analysis of various algorithms, elucidating their 

strengths and limitations within the context of social sciences, 

using YouTube comments as a benchmark dataset. Notably, 

this investigation sheds light on the utility of BERTopic and 

NMF for evaluating YouTube video content disclosure based 

on specific attributes, thereby enhancing the analysis process 

and addressing performance concerns. 

Keywords— Topic Modeling, Social media analysis,

BERTopic, Comparative Study

I. INTRODUCTION

opic modelling serves as a dominant method for

grouping texts and words that share similar meanings, 

thus facilitating the extraction of coherent topics from 

document collections through unsupervised machine-

learning techniques. This research explores a diverse array 

of topic modeling techniques, to offer fresh insights and 

alternatives for those seeking a deeper comprehension of 

human relationships. These methodologies encompass a 

historical trajectory, commencing with the advent of 

Probabilistic Latent 
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Semantic Analysis (PLSA) in 1999 [1] and the subsequent 

development of  LDA in 2003 [2], which ultimately gained 

widespread recognition. Another noteworthy technique, 

NMF, has been instrumental in unsupervised dimension 

reduction of non-negative matrices [3]. It has found 

extensive application in uncovering latent topics and 

revealing underlying connections between textual data [4]. 

It is important to note that many of these topic 

modeling methods, even though they operate without the 

need for predefined labels, require an upfront assessment of 

the number of categories around which to cluster the data. 

Nevertheless, in the pursuit of generating meaningful topics, 

an increasing number of topic modeling techniques, building 

upon the foundations laid by LDA and NMF, demand 

substantial effort in terms of hyperparameter tuning and 

adjustment. 

Conversely, in recent years, topic modeling has 

witnessed significant advancements, thanks to the evolution 

of Pre-trained Language Models (PLMs). These 

sophisticated machine learning models have undergone 

extensive training on vast corpora of text data and can be 

fine-tuned to address specific Natural Language Processing 

(NLP) tasks. This transformative shift has been propelled by 

the limitations of traditional statistical topic modeling tools, 

leading to the emergence of innovative technologies, such as 

BERT[5].  

In order to provide a more in-depth understanding, we 

embarked on an exploration of the BERTopic method [6], 

which has represented a remarkable leap forward in the 

domain of topic modeling. BERTopic leveraged the 

capabilities of three essential components to accomplish its 

objectives: Class-Based Term Frequency-Inverse Document 

Frequency (c-TF-IDF) weights, BERT Embeddings, and 

Dimensionality Reduction through UMAP. These 

methodologies are elaborated upon in the research 

methodology section for clarity. 

It is noteworthy to highlight that the preliminary 

assessments of the BERTopic approach have yielded highly 

encouraging results, validating its potential to significantly 

enhance topic modeling practices [7].consequently, 

throughout this study, the BERTopic method is subjected to 

testing across various Pre-trained Language Models (PLMs), 

and the outcomes are juxtaposed with those obtained from 

established techniques such as LDA and NMF. The 

subsequent sections of this paper are structured as follows:  

The Literature Review section provides an overview of 

prior research pertaining to topic modeling for social media 

disclosure. The Research Methodology section delineates 

the techniques employed and the dataset utilized in this 

study. In the Results and Discussion section, we analyze and 

discuss the outcomes. Finally, the Conclusion section 
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encapsulates the paper with its concluding remarks. The 

importance of this study is elucidated in the following 

manner: 

1. BERTopic-based embedding models versus 

LDA/NMF: A comparison: This involves 

evaluating the effectiveness of BERTopic, a topic 

modeling method using BERT-based embeddings, 

in comparison to traditional techniques like Latent 

Dirichlet Allocation (LDA) and Non-negative 

Matrix Factorization (NMF) for topic discovery 

and analysis. It aims to determine which method 

performs better in identifying and clustering topics 

within a given dataset. 

 

2. Analysing the differences between the usage of 

several sentence transformers: This task entails 

examining the distinctions and nuances between 

the utilization of various sentence transformers, 

namely "all-MiniLM-L6-v2," "all-mpnet-base-v2," 

"all-distilroberta-v1," and "roberta-base-nli-stsb-

mean-tokens." These are different models used for 

encoding sentences and text data. The analysis 

seeks to understand how these models differ in 

their ability to represent and understand text, which 

is crucial for various NLP tasks. 

 

3. Identifying the best topic model for social media 

disclose analysis: This refers to the process of 

finding the most suitable topic modeling approach 

for analyzing disclosures on social media platforms. 

It involves comparing and evaluating different 

topic modeling techniques to determine which one 

is most effective in uncovering and categorizing 

the themes or topics within social media content 

related to disclosures. 

 

II. LITERATURE REVIEW 

Text mining approaches play a crucial role in the 

extraction of key features from vast volumes of textual data 

[8]. Among these methods, topic modeling [9] stands out as 

the most frequently employed technique. Topic modeling is 

an algorithmic approach commonly used in machine 

learning and natural language processing to reveal hidden 

thematic patterns within a collection of texts [10]. Its 

applications extend to various domains, including the social 

sciences, where it has been instrumental in uncovering 

consumers' latent preferences [11], identifying semantic 

structures on platforms like Instagram [7], and enhancing 

recommendation systems [12]. 

A. Latent Dirichlet Allocation (LDA) 

For discrete datasets such as text corpora, the prevailing 

topic modeling method LDA, relies on a generative 

probabilistic model [13]. To aid in the comprehension of the 

information derived from a trained LDA model, the data is 

often transformed into an intertopic distance map using tools 

like pyLDAvis [14]. 

However, it is important to note that LDA has had 

criticism, especially when applied to the analysis of social 

media data, despite its strong track record in social science 

research [7] [15]. Some researchers [18] highlight that LDA 

may not be well-suited for "dirty" and limited datasets, 

which lack the necessary features for robust statistical 

learning. Consequently, this has prompted a shift in focus 

among researchers toward cutting-edge algorithms that 

demonstrate superior performance, with a particular 

emphasis on analyzing the concise text data commonly 

found in social media [7]. 

B.  Non-negative Matrix Factorization (NMF) 

NMF stands out as a non-probabilistic technique that 

diverges from LDA by employing matrix factorization as its 

core methodology. NMF falls within the domain of linear-

algebraic algorithms [16]. When applied to data that has 

been transformed using TF-IDF, NMF dissects a matrix into 

two lower-ranked matrices [17]. In essence, TF-IDF serves 

as a metric for assessing the significance of a word within a 

collection of documents. 

 

However, it is crucial to recognize that NMF necessitates 

preliminary data preprocessing to function effectively. This 

involves various preparatory steps such as converting text to 

lowercase, removing stop words, lemmatization, stemming, 

and the elimination of punctuation and numeric characters, 

among other tasks. These preprocessing steps are essential 

to ensure that the data is in the appropriate format for NMF 

analysis. 

C. BERTopic 

Researchers have recently been exploring innovative 

techniques like BERTopic, Corex, Top2Vec, and NMF 

[18][17][19] to enhance text analysis and topic modeling. 

Among these, BERTopic stands out as a noteworthy 

approach. BERTopic draws inspiration from Top2Vec's 

methodologies, and as a result, the two share similar 

algorithmic frameworks. 

BERTopic is particularly intriguing due to its 

multilingual capabilities, supporting over fifty languages. It 

employs BERT, which is a powerful language model, as the 

foundation for document embedding extraction. This means 

that it represents text in a way that captures its nuanced 

meanings. BERTopic utilizes HDBSCAN for document 

clustering, a method that identifies dense regions in data, 

and UMAP for dimension reduction, which simplifies the 

data while preserving its essential structure. 

What makes BERTopic even more appealing is its 

provision of an interactive intertopic distance map. This tool 

allows users to visualize the relationships between topics, 

making it easier to explore and comprehend the landscape of 

topics within a text corpus. BERTopic, with its multilingual 

capabilities, robust embeddings, and visualization aids, is a 

promising and versatile tool in the field of text analysis and 

topic modeling. 

 

III. RESEARCH METHODOLOGY 

A. Topic Model Implementation 

Recognizing the transformative potential of social media 

in disaster intervention [20], our study strategically 

leverages a prominent YouTube video comment thread, one 

that resonates with the "black lives matter" movement 

sparked by George Floyd's tragic demise. This carefully 
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selected thread serves as a litmus test for evaluating the 

efficacy of three distinct topic modeling techniques: LDA, 

NMF, and the innovative BERTopic. 

LDA and NMF were initially employed as benchmarks, 

serving as established reference points in our investigation. 

Subsequently, the formidable BERTopic framework, 

augmented by several word embedding models, entered the 

scene. The computational heavy lifting was executed 

through the Gensim's LDA Multicore implementation and 

Sklearn's NMF implementation in Python. To facilitate this 

intricate exploration, our experiments unfolded within the 

dynamic realm of a Jupyter notebook, nested securely in an 

Anaconda environment. The meticulously planned steps in 

this research proceeded as follows. 

Fig. 1, a visual guide to our methodology, delineated two 

distinctive paths to unearth topics from the data. The first 

route adhered to traditional Topic Modeling methodologies, 

typified by LDA and NMF. This approach entailed the 

indispensable tasks of removing stop words and 

lemmatization, essential for text normalization. Conversely, 

the second method used a more advanced BERTopic 

architecture. In this pursuit, the semantic nuances of words 

were artfully preserved, while finding topics that were 

connected to each other and made sense in the context of the 

information we were studying.  

 
Fig. 1  Proposed Model Architecture 

 

Three fundamental components of BERTopic architecture: 

 

1) Class-Based Term Frequency-Inverse Document 

Frequency (c-TF-IDF): The technique assesses the 

importance of words within documents by taking 

into account both their frequency within a specific 

document (Term Frequency or TF) and their 

scarcity across the entire corpus (Inverse Document 

Frequency or IDF). Essentially, it distinguishes 

words that are not only frequently used in a 

document but are also distinctive to that document 

when compared to the corpus as a whole. 

 

2) BERT Embeddings: This represent words in a 

multi-dimensional vector space, capturing their 

nuanced contextual meanings. These embeddings 

offer a more sophisticated representation of words 

compared to traditional word representations, 

which often treat words as isolated entities. 

 
3) Dimensionality Reduction with UMAP: Uniform 

Manifold Approximation and Projection (UMAP) 

is a dimensionality reduction method that helps 

visualize and represent high-dimensional data in a 

more manageable form. In the context of 

BERTopic, UMAP contributes to condensing the 

complex embeddings, making them more amenable 

to clustering and topic analysis. 

 

For the first step of producing document embedding’s, 

sentence transformers were employed to extract document 

embeddings. BERTopic first extracts document-level 

embedding’s using the "all-MiniLM-L6-v2" model as its 

default sentence transformer. Subsequently ‘all-mpnet-base-

v2’, ‘all-distilroberta-v1’, and ‘roberta-base-nli-stsb-mean-

tokens’ sentence transformers have been experimented with.  

In the subsequent stage, the dimensions of the document 

embedding’s are reduced using the UMAP technique, and 

the semantically related documents are clustered using the 

HDBSCAN algorithm. In the third stage, significant terms 

for each cluster were extracted using c-TF-IDF. 

B. Data gathering and pre-processing 

The study employed a YouTube video comments dataset 

derived from a highly popular video titled "Violent George 

Floyd protests at CNN Centre unfold live on TV." As of 

July 10, 2021, this video had garnered 9,25K views, 98K 

likes, 16K dislikes, and a remarkable total of 70,272 

comments. This selection was deliberate, driven by the 

video's exceptional comment count, making it a prime 

candidate for analysis. 

The initial step involved downloading the dataset in the 

form of a .CSV file, achieved through the utilization of the 

YouTube API V3. These comments, being the product of 

human interaction, encompassed a diverse array of textual 

elements, including punctuation marks, HTML tags, 

numerical figures, and special characters. In preparation for 

subsequent analysis, comprehensive data preprocessing was 

executed. This encompassed various operations, such as 

converting text to lowercase, eliminating URLs and email 

addresses, removing common stop words, stripping away 

punctuation, and discarding emojis. 

It is noteworthy to highlight that, up to this stage, the 

BERTopic approach exclusively worked with the original 

sentences. This approach relies on embedding techniques, 

and for transformer models like BERT, preserving the 

original form of the text is paramount to retain the 

contextual richness. 

Moreover, the text data underwent additional 

preprocessing for LDA and NMF analysis using Python's 

natural language processing (NLP) tools. This included 

stemming and lemmatization processes. Furthermore, the 

text's Term Frequency-Inverse Document Frequency (TF-

IDF) weight was calculated to facilitate keyword-based 

information retrieval. 

In sum, the study's initial phases focused on gathering 

and refining the data to prepare it for advanced textual 

analysis, ensuring the dataset's readiness for subsequent 

topic modeling and analysis techniques. 

C. Evaluation matrices 

Evaluating the effectiveness of unsupervised models 

presented a challenge due to their inherent lack of structure 

and the absence of established evaluation methods. In our 
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study, one key criterion for assessing a topic model was to 

minimize the internal distance between topics while 

maximizing the inter-distance between clusters, indicating 

model efficiency. 

To quantitatively compare the performance of the topic 

models, we employed two widely-used evaluation metrics, 

namely "C V" and "U MASS." The "C V" metric was 

utilized to measure topic similarity, with success reflected in 

achieving the maximum value, indicating an effective topic 

model. Conversely, the "U Mass" measure assessed the 

intra-word distance within topics, with optimal results 

achieved when this measure reached its minimum value. 

The Genism library played a crucial role in our study, 

facilitating the implementation of these coherence measures. 

It allowed for a systematic and objective evaluation of the 

topic models considered in our research. 

D. Baseline 

The study involved an extensive evaluation of results 

derived from four distinct BERTopic embedding models, 

which were compared against the outcomes obtained 

through two of the most prevalent and established topic 

modeling techniques, namely LDA (Latent Dirichlet 

Allocation) and NMF (Non-negative Matrix Factorization). 

The experimental process was initiated with the 

stipulation of a minimum of two topics for analysis. 

Subsequently, the number of topics was incrementally 

increased. It is important to note that both LDA and NMF 

require the prior specification of the number of topics, 

necessitating a stepwise exploration of topic counts during 

the experimentation. This systematic approach allowed for a 

comprehensive comparative analysis of the performance of 

BERTopic against the conventional methodologies. 

IV. RESULTS AND DISCUSSION 

In summary, topic models can significantly augment the 

domain of social science research by incorporating 

statistical analysis techniques. However, it is crucial to 

acknowledge that each algorithm within the topic modeling 

framework is distinct and founded on a unique set of 

underlying hypotheses. In alignment with the distinct nature 

of these algorithms, the subsequent sections will be 

structured into two segments for comparative analysis: 

I. Comparison of LDA and NMF. 

II. Evaluation of the impact of different word 

embeddings within the context of BERTopic. 

 

These sections will serve to delineate the differences and 

relative merits of these methodologies, allowing for a 

comprehensive examination of their effectiveness in the 

context of social science research. 

 

A. Comparison of LDA and NMF 

In this section, a comparative analysis has been 

conducted to assess the performance of two statistical topic 

models, LDA and NMF. This evaluation has been 

approached from two distinct perspectives to provide a 

comprehensive understanding of the relative strengths and 

limitations of these models. 

1)  Comparison of the topical contents of the LDA and NMF 

models:  The findings pertaining to the top 10 topics 

identified by the LDA and NMF topic models have been 

comprehensively summarized in Appendix 01, Figure 2. To 

ascertain the most significant terms contributing to each 

topic, TF-IDF weights were employed. 

It is worth noting that when examining the list of topics 

produced by LDA, certain words, such as "people," 

"police," and "protest," tend to reappear across multiple 

topics, resulting in a degree of redundancy. In contrast, the 

NMF-generated topic list offers a more diverse array of 

topics, alleviating the issue of repeated terms. 

Upon careful evaluation, this study arrives at the conclusion 

that the results obtained from the NMF model exhibit 

superior alignment with human judgment. Consequently, 

NMF outperforms LDA, providing more coherent and 

varied topics, enhancing the quality and interpretability of 

the outcomes. 

2)  Evaluation metrics comparison of LDA and NMF 

models : In accordance with the evaluation metrics outlined 

in the research methodology section, the coherence of the 

proposed topic model was systematically assessed using the 

C_V and U_MASS coherence measures. 

As depicted in Figure 3, a quick comparative analysis of the 

two traditional topic models reveals that, for the majority of 

topic numbers, NMF demonstrates superior performance. 

This is evident in the NMF model's attainment of the highest 

C_V score and the lowest U_MASS score, underlining its 

commendable performance with the given dataset. 

Taking into account these coherence scores (C_V and 

U_MASS), the empirical evidence leads to the conclusion 

that the NMF topic model outperforms the alternative 

models in terms of coherently capturing the underlying 

topics within the dataset. 

 

 

Fig. 3  Coherence comparison of LDA and NMF Models 

B. Comparison of different word embeddings on BERT 

Within this section, a comprehensive comparative 

analysis has been conducted to assess the performance of 

four distinct word embeddings applied to the BERTopic 

model. This evaluation has been approached from three 

distinct perspectives to provide a thorough understanding of 
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the relative strengths and limitations of these embeddings 

within the BERTopic framework. 

1)  Generated topics comparison of different word 

embedding’s on BERTopic : As indicated in Appendix 02, 

Figure 4, the topic lists denoted as (a, b, c, and d) each 

incorporate a topic labeled with -1. This label is used to 

represent all the outliers in the dataset that do not have an 

assigned topic. The inclusion of documents within these 

outlier topics could lead to a decrease in overall model 

performance. Therefore, the topic labeled as -1 has been 

omitted from consideration. 

Notably, when examining topic list d, it becomes evident 

that it contains the largest number of outliers. This suggests 

that the topics generated by the d algorithm (roberta-base-

nli-stsb-mean-tokens) possess a higher degree of coherence 

and relevance compared to the other three algorithms. 

Furthermore, it is discernible that even in terms of topic 

diversity, topic list d stands out. It encompasses a broader 

array of topics compared to the three other algorithms, 

including subjects such as "George Floyd," "Trump 

America," "King Luther," and "peaceful protest." This 

diversity underscores the comprehensive coverage and 

semantic richness achieved by the d algorithm in generating 

meaningful topics. 

2)  Inter topic distance map comparison of different word 

embedding’s on BERTopic:  As detailed in Appendix 03, 

Figure 5, the inter-topic distance map is visually represented 

with circles, each circle symbolizing a specific topic. The 

size of these circles corresponds to the frequency of the 

topic's appearance across all documents. In the provided 

inter-topic distance maps (labeled as a, b, c, and d), the most 

prominent circle, marked in red as Topic 0, is indicative of 

the topic with the highest c-TF-IDF weight. The circle's size 

is directly proportionate to the assigned c-TF-IDF weights 

for each topic. 

It is noteworthy that Topic 0, Topic 1, and Topic 2 carry 

the highest c-TF-IDF weights, and consequently, they are 

represented by larger circles. In contrast, Topic 8 and Topic 

9 have relatively lower c-TF-IDF weights, and as a result, 

their corresponding circles are smaller in size. 

These inter-topic distance maps reveal the existence of 

two primary clusters within the 10 identified topics. A closer 

examination of their characteristics, particularly in the d 

map, unveils a noteworthy pattern. The d map exhibits the 

most substantial inter-distance between the two clusters, 

while simultaneously displaying the lowest internal 

distances between the topics. In essence, many of the topics 

are closely intertwined, with significant overlap. 

Considering these observations and the overall 

assessment, it can be conclusively stated that the inter-topic 

distance map generated by the 'roberta-base-nli-stsb-mean-

tokens' algorithm outperforms the maps produced by the 

other three algorithms. This is indicative of its capacity to 

offer a more distinct and coherent visualization of the 

underlying topic structures. 

3)  Coherence measures comparison of different word 

embedding’s on BERTopic :  Parallel to the aforementioned 

experiment involving the conventional topic models LDA 

and NMF, we employed the C_V and U_MASS evaluation 

metrics to systematically gauge the efficacy of various word 

embeddings. Our objective was to ascertain which word 

embedding method yielded the most coherent and 

interpretable results. 

 

TABLE I. Coherence values of Bert embedding’s 

 
 

The findings, as presented in TABLE I, unequivocally 

reveal that among the four approaches, the 'Roberta-base-

nli-stsb-mean-tokens' algorithm stands out as the top 

performer. It achieved the highest C_V score, registering an 

impressive value of '0.5056,' while simultaneously obtaining 

the lowest U_MASS score, denoted by '-14.3149.' It is 

important to note that 'Roberta-base-nli-stsb-mean-tokens' is 

specifically tailored as an application of sentence 

transformer, meticulously designed for a designated social 

media dataset. This customized approach appears to have 

greatly contributed to its superior performance, highlighting 

the potential of custom data embeddings for specialized 

datasets. 

In light of these results and the meticulous evaluation of 

coherence scores (C_V and U_MASS), it is judicious to 

conclude that 'Roberta-base-nli-stsb-mean-tokens' word 

embedding, when applied within the BERTopic model, 

excels in effectively capturing the inherent structure and 

semantics of the dataset under consideration. 

V. CONCLUSION 

This study conducted a comprehensive evaluation of 

BERTopic, utilizing various pre-trained sentence 

transformers as embeddings, and compared the outcomes 

with well-established topic modeling methodologies like 

LDA and NMF in the realm of social media content analysis. 

The Results and Discussion section unambiguously 

demonstrates that, in the realm of traditional topic modeling, 

the NMF model surpasses LDA, as indicated by higher 

coherence values and greater topic diversity. 

Moreover, the Results and Discussion reveal that 

BERTopic, through its distinctive embeddings, delivers 

topics that are not only more interpretable but also exhibit 

higher coherence scores than conventional natural language 

processing topic modeling approaches. Remarkably, the 

transformer-based "Roberta-base-nli-stsb-mean-tokens" 

algorithm within the BERTopic model excelled, primarily 

due to its training on social media data. It offered more 

distinct topics and enhanced coherence ratings across the 

entire spectrum of generated BERT topics. In sum, 

BERTopic emerged as the superior choice when compared 

to NMF and LDA, underscoring its overall efficacy. 

However, while BERTopic has shown promising initial 

results and remarkable flexibility in accommodating various 

topic sizes, the task of reliably assessing the quality of 

topics it generates remains a challenging frontier, 

necessitating further exploration in future research 

endeavors. Additionally, the performance of the model can 

be further enhanced through the integration of domain-
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specific pre-trained word embeddings, representing an 

exciting avenue for future studies in this domain. 
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Appendix 01, Fig. 2 

 

 

Fig. 2  Topics identified by two statistical topic models 
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Appendix 02, Fig. 4 

 

 
 

 
 

Fig. 4  Topics identified by two by Bertopic embedding’s 
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Appendix 03, Fig. 5 

 

 
 

 
 

Fig. 5. Inter-topic distance map generated by bertopic embedding’s 




