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Utilizing Association Rules in Knowledge Graphs
for Enhanced News Summarization

MVPT Lakshika®, HA Caldera
University of Colombo School of Computing, Colombo, Sri Lanka.

Abstract—The rapid progress in web news articles has led to an
abundance of text content, often than needed, and consequently,
misleading readers. Recent Knowledge Graph (KG) based ap-
proaches have proven successful in abstract summary generation
due to their ability to represent structured and interconnected
knowledge with semantic context. The KG ranking algorithm
responsible for selecting graph data for inclusion in the abstract
still relies on traditional ranking algorithms which lack the
consideration for semantic relationships between graph nodes,
and are associated with high memory consumption, processing
times, and increased complexity. Knowledge discovery plays a
crucial role in improving the quality of summarization by uncov-
ering hidden patterns and enhancing contextual understanding.
Therefore, our study centers on introducing a novel KG ranking
algorithm, aimed at a statistically significant e nhancement in
abstract generation by integrating knowledge discovery tech-
niques. The suggested ranking algorithm considers the semantic
and topological graph properties and interesting relationships,
patterns, and features in text data using Association Rule Mining
techniques to identify the most significant graph information for
generating abstracts. The experiments conducted using the DUC-
2002 dataset indicate that the suggested KG ranking algorithm
is effective in producing detailed and accurate abstracts for a
collection of web news articles.

Index Terms—Knowledge graph, association rules, abstract
generation, ranking algorithm

I. INTRODUCTION

Online news portals are a comprehensive source of authenti-
cated information that delivers real-time updates to the online
population at their fingertips | 1]. T hese freely available news
platforms result in an excess of information and have created
an extraordinary interest in news aggregation and browsing.
Despite headlines focusing on key ideas, readers often face the
challenge of reading lengthy articles in their quest for knowl-
edge which is time-consuming. Specially this information
overload misguides the readers when multiple news sources
report the same incident with varying levels of detail [2]. The
widely employed text summarization technique effectively ad-
dresses the challenges faced by news article readers, especially
beneficial for those with limited time seeking a quick overview
of a news story. The development of extractive [3], [4], [5],
61, [71, [8], [9], [10], [11], [12], [13], [14] and abstractive
[12], [15], [16], [17], [18], [19], [20], [21], [22] Automatic
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Text Summarization (ATS) models has been a crucial point for
researchers since the 1950s [3]], [4], [5], [6]. These traditional
ATS approaches have several weaknesses. Occasionally, the
sentences may adhere to syntactic structure, but semantic
meaningfulness is not guaranteed as adjacent sentences in the
summary may not always correspond to the original text [3l].
Further, the importance of rare words may not exclusively
rely on frequency, a phrase associated with infrequent words
might be decisive in summary generation [3|]. However, the
improvements with general sequential models [1]] overcome
the above weaknesses, the abstracts generated using these
models lack contextual information, hindering higher-level
abstraction. Unfaithful content and near-extractive summaries
due to the limitations of model structure and lack of semantic
interpretation over the input are common pitfalls in sequential
models [22]. Identifying entities across multiple sentences and
articles further complicates sequential models’ effectiveness
[1],[14]. The abstractive summarization is more attentive due
to the typically abstractive nature of human-generated sum-
maries. Further classification of abstractive models is twofold:
structure-based and semantic-based where semantic-based ap-
proaches provide more coherent, information-rich, and well-
structured abstracts than structured-based approaches. Hence,
semantic graph-based approaches have shown success [12],
(15[, (1e], [17], (181, [19], [20], [21]. Current machine
learning-based approaches have greatly improved the presen-
tation accuracy, but they encounter challenges in handling
contextual information and extensive datasets [12], [[13]]. These
observations highlight the importance of developing precise,
efficient, and well-structured abstractive text summarization
approaches combining structured and semantic representation,
particularly in the context of news summarization from a set
of articles related to the same news incident.

A knowledge Graph (KG) is an efficient and powerful
knowledge representation technique in the research commu-
nity. Recent research efforts in knowledge representation using
KGs incorporate background knowledge and domain specifics
related to the source text, infer additional knowledge using
rich and explicit semantics, and possess the logic of human
reasoning which is more in line with human reading habits [2],
[L2], [[L141], [23], [24], [25]. Even though the currently popular
knowledge graphs on the Web: Google Knowledge Graph,
Freebase, YAGO2, NELL, and DBpedia contain millions and
billions of entities and facts, most of them could not sustain
the requirements in question answering, text summarization,
recommendation systems, and other web search applications
[14]. Also, such large-scale KGs are not scalable to com-
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pact and extend event-specific information present in news
articles based on user queries [2l]. Furthermore, mining and
searching such large-scale KGs is challenging under real-world
resource constraints such as memory and query response time
[24]. Summarization using KGs employs traditional ranking
algorithms based on Term Frequency-Inverse Document Fre-
quency (TF-IDF) scores, heuristic rules, Depth First Search
(DFS), Breadth First Search (BFS) algorithms, and PageRank
algorithm to select the subset of features in the KG where
top-k features are used to generate the summary [12f], [14],
(L8], [19], [20l, [21], [23]. However, these traditional ranking
algorithms do not consider the semantic relationships between
nodes, and they consume more memory and time, with high
computational complexity. Due to these complications, ATS
using KG-based approaches to support the decision-making
process is largely unexplored. While many pieces of research
focus on building general-purpose and domain-specific KGs
(120, [2350, [26], [271, [28], [29], [30] for efficient querying
and storage, such KGs are neither user-driven nor flexible to
changes in the data, both of which are important in the real
world.

Knowledge discovery techniques including association rules
play a crucial role in uncovering significant features, patterns,
dependencies, and associations among terms in text docu-
ments. Hence, we focus on addressing the existing research
gaps in generating highly abstractive textual summaries for
web news articles using scalable KGs and association rules.
Following the identified research gaps, our study centers
around the main research question (RQ): How can the effec-
tiveness of KG ranking algorithms, particularly in the context
of news summarization, be enhanced to generate abstracts. We
broke down the primary research question into the following
sub-research questions.

RQ1: How can the performance of traditional ranking algo-
rithms be improved by incorporating knowledge derived from
association rules?

RQ2: How can the performance of traditional ranking al-
gorithms be enhanced through the integration of syntactic
structure within textual content?

This paper presents our research contributions through the
introduction of a novel KG ranking algorithm that incorporates
advance techniques including the knowledge derived from
Association Rules Mining in data mining to identify the best
subset of features in the KG for inclusion in the abstractive
summary. Our study investigates whether the knowledge rep-
resentation in a KG can be utilized as an efficient approach
for generating highly abstractive ATS for news events in web
news articles. The underlying process presented in this paper
consists of three high-level steps: (1) construction of a KG
to visualize the essence of the news event published in web
news articles, (2) identification of the prominent elements in
the generated KG using a KG ranking algorithm, and (3)
finally, generation of an abstractive summary for the news
event. The KG-based abstractive ATS approach presented in
this paper would be helpful for web newspaper readers to
promptly comprehend the dominant idea of a news event using
a collection of news articles. Our approach sees the urgent
need for a knowledge-based text summarization approach
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that can automatically extract, represent, and summarize the
information presented in a collection of e-news articles.

To answer these RQs, the rest of the paper is organized
as follows: We describe the related works in section II and a
further discussion on the knowledge representation using KGs
in section IIl. The discussion on Association Rule Mining
using the FP-Growth algorithm is presented in section IV.
The formulation of our KG-based abstract generation pipeline
is elaborated in section V. The experiments and results are
presented in section VI followed by a discussion in section VII.
Finally, all the conclusions, limitations, and future directions
are described in Section VIII.

II. RELATED WORK
A. Automatic Text Summarization (ATS) using graphs

The ATS approaches based on clusters, templates, on-
tologies, semantic graphs, machine learning, fuzzy logics,
and neural networks have proven to be very useful over 50
years up to now [3], [4], [5], 6], [16], [18], [20]. Among
these, semantic graph networks have been proven to be very
successful over other methods [17]], [18], [19], [20], [21],
(311, [32]). Even though the currently popular machine learning
approaches have greatly improved the presentation accuracy of
text summarization compared to traditional methods [12], [[14]]
they are poorly accommodated with the contextual information
to acquire higher-level abstraction [12], [14] and also unable to
meet the requirement of large data sets [[14]. Even though the
abstractive summary generation from sequence-to-sequence
models has been studied broadly, those summaries normally
suffer from bogus contents [22]].

Graphical knowledge representation using graphs has con-
tributed much to developing knowledge-based applications.
The Knowledge Base (KB) is the firstly used structure with
knowledge-based systems for reasoning and problem solving.
Later, frame-based language, rule-based, and hybrid repre-
sentations were used for knowledge representation [33]]. Fol-
lowing the first release of WordNet in 1995, several other
open datasets with general ontological knowledge that are
openly published and maintained by communities or research
institutions were published including DBpedia, YAGO, Free-
base, NELL, and Wikidata. For the time being, many general
KGs, commercial datasets, and domain-specific KBs have been
released to facilitate the research community.

The recent research efforts in text summarization using KG-
based approaches [2]], [12]], [14]], [23], [24], [25], [26] have
been proven to be very successful over other methods since
KGs can be incorporated with the background knowledge and
domain specifics related to the source text. Furthermore, KG
can possess the logic of human reasoning and the capability
of inferring additional knowledge using rich and explicit
semantics that align with human reading habits. Even though
the currently popular KGs on the web including Google
Knowledge Graph, Freebase, YAGO2, NELL, and DBpedia
contain millions of entity instances and facts, they cannot
endure the requirements in web news summarization as they
are not supportable to compact or extend with event-specific
information in news articles [[14].
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B. Knowledge Representation Using Knowledge Graph

A KG is viewed as a graphical representation of structured
human knowledge [26] which requires a precise understanding
of text content in a document and accurate modeling of cross-
paper relationships. The main elements in a KG which are
used to represent the logical structure of knowledge expressed
in natural language, are nodes and edges. A novel seman-
tic graph approach in [34] represents document nouns as
nodes and captures semantic relationships between them as
edges. Furthermore, the Predicate-argument structures (PASs),
extracted through semantic role labeling (SRL) also used
to form nodes, while semantic similarity weights from PAS
relationships serve as edge weights [17]. KGs facilitate the
integration of more context including heterogeneous informa-
tion, intelligence, rich ontologies and semantics for knowledge
acquisition and representation, and multi-lingual knowledge.
Recent advancements in KGs have focused on statistical
relational learning [35] and several emerging topics such as
Knowledge Graph refinement [2[], [12], [22], [25], [27], [228],
[301, [36], [37], [38], knowledge reasoning [39], Knowledge
Representation Learning (KRL) [2]], [25], [35] and Knowledge
Graph Embedding (KGE) [40], [41], [42] all of which have
proven extremely useful for a wide range of knowledge-aware
applications and graph analysis tasks.

News documents are rich in technical terms, abbreviations,
and more importantly, domain-specific entities and relations
which play a vital role in conveying crucial information. The
state-of-the-art summarization approaches treat all text units
equally, which inevitably ignore the salient information of
some less frequent technical terms and abbreviations. Ad-
ditionally, the relationships among topic-related documents,
such as sequential, parallel, complementary, and contradic-
tory connections are particularly important in multi-document
summarization [41]. Document content modeling, cross-paper
relationship identification, and precise modeling of cross-paper
relationships are the main issues in multi-document sum-
marization [41]. Multi-Document Scientific Summarization
(MDSS) [41] framework addresses the above-mentioned issues
by leveraging salient text units, entities, and relations using
clusters of topic-relevant scientific papers. The Relationaware-
related work Generator (RRG) [39]], is a sequence-to-sequence
model designed for identifying cross-paper relationships, yet
it exhibits limitations in effectively identifying cross-paper
relationships.

Although recent research efforts address the effective stor-
age of knowledge in KGs and querying, existing methods lack
user-driven flexibility and struggle to accommodate continuous
data updates [24], [27], [43], [42]. Typically, large-scale KGs
consist of millions of entities and facts describing these enti-
ties. Hence, exploring techniques for entity-based text summa-
rization is another challenging necessity. The novel approach;
FACeted Entity Summarization (FACES) [13]], [14] summa-
rizes a single entity by considering the popularity, uniqueness,
and diversity of the facts selected for the summary while
the RElatedness-based Multi-Entity Summarization (REMES)
approach [13[], [[14] generates summaries at multiple entity
levels.
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C. Summary generation using Knowledge Graphs

The major challenge in automatically generating summaries
from the knowledge representation in a KG of domineering
features for summary generation. The selection of a subset of
features (nodes and edges) from the KG can be introduced
as a ranking problem where the selected top-k features are
used for the summary generation [12], [14]], [18], [19], [20],
[21], [23]. Initial graph-based approaches feat relationships
and associations between sentences in text documents us-
ing content similarity measures, Term Frequency - Inverse
Document Frequency (TF-IDF) measures, sets of manually
generated heuristic rules [20], and human-labeled training sets
that don’t consider semantic relationships between sentences
in the original text. Google’s PageRank and Hyperlink-Induced
Topic Search (HITS) algorithms are two frequently used
effective graph-based ranking algorithms in Web-link analysis
and social networks [[17]. The PageRank algorithm performs
poorly with news article summarization since the PageRank
values favor older web pages over current events as they
have more associations with other web pages. Distance-based
scoring functions which measure the plausibility of facts in the
graph network and semantic similarity-based scoring functions
which measure the plausibility of facts by semantic matching
[26] are the two typical types of scoring functions. More fre-
quently used degree centrality-based ranking algorithms rank
the graph nodes based on the number of connections (edges)
coming towards the node and nodes with more connections are
considered more important. Similarly, the ranking algorithms
that consider the betweenness centrality measure how often
a particular node appears on the shortest paths between other
nodes. These pure ranking algorithms are less effective in news
article summarization because ranking alone cannot determine
what kinds of features are selected for the summary [[14]].

The recent developments in graph-based summarization
approaches [34] use many properties of the text content
to construct the graph and their graph ranking approach
gives more priority to the semantic importance of each word
in the document. Further, they [34] consider the closeness
centrality and eccentricity of a graph node to enhance the
keyword extraction criterion. Numerous graph-based ranking
algorithms have addressed abstractive summarization for in-
dividual documents, with limited attention to multi-document
summarization [[17]. Modified Weighted Graph-based Ranking
Algorithm (MWGRA) [17] is an example of multi-document
summarization that incorporates edge weights in graph vertices
for the ranking process. This algorithm uses Jiang’s measure
which depends on WordNet to calculate the semantic similarity
scores for each pair of PASs in the semantic graph. However,
the semantic relations in WordNet don’t capture the semantic
relationships associated with proper nouns, and temporal and
location arguments [17]. The personalized KGs [27] group
nodes and edges into ”super nodes” and super edges,” which
yields promising results in adaptive summarization. The RDF-
based Query-oriented summarization approach presented by
[36] identifies the nodes with shared ingoing and outgoing
edges as equivalence classes and groups those as supernodes.
Even though this approach lowers overall storage costs, the
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modeling errors are high. The FACES approach [14] in single-
entity summarization considers the popularity, uniqueness, and
diversity of facts to identify imperative facts. This approach
combines semantic expansion with hierarchical incremental
clustering to conceptually group facts, employing Information
Retrieval (IR) techniques to rank facts and finally select
those with the highest ranking for the summarization. This
approach performs beyond the syntactic similarity measures
and especially it adds diversity to entity-based summarization
making them more inclusive. The REMES approach [14]]
in multi-entity summarization concurrently processes facts
belonging to the given multiple entities and combines graph-
based relatedness, semantic expansion, and combinatorial op-
timization techniques to generate summaries. The ASGARD
framework [22] is trained to identify essential content for
abstract generation through the alignment of graphs with
human-written summaries and further utilizes the document
and graph encoders to generate abstracts. The MDSS [41]
model follows a two-stage decoding approach to make better
use of the information included in the KG for the summary
generation. The PAS-based semantic graph approach [17] uses
language generation models to generate summary sentences
from the top-ranked PASs.

Inspired by recent progress in automatic summary evalu-
ation, most of the KG-based abstractive summarization ap-
proaches [12], [170, [19], [22]], [311, [32], [41], [44] apply
automatic evaluations based on ROUGE metrics for the per-
formance evaluations of the model generated summary. In
addition to automatic evaluations, several approaches such
as the ASGARD framework [22]], Multi-Source Transformer
summarization [37]], MDSS [41]], and RRG [39] have also been
evaluated through human assessments. Generating abstractive
summaries from information-sparse Wikipedia articles is quite
challenging since Wikipedia text does not have predefined
summary sentences or highlighted sentences [37]. However,
the abstractive summarization approach presented in [37]]
uses the Wiki-Sum dataset, a dataset derived from English
Wikipedia pages that is suitable for multi-document abstractive
summarization for evaluation purposes. Many of the summa-
rization approaches [[12], [22]], [37] conduct their model eval-
vations and performance comparisons on the CNN/DailyMail
dataset and NYT (New York Times) Corpus, which is a
popular, standard, and easily accessible text summarization
dataset. The improved semantic graph approach for MDS [31],
Genetic Semantic Graph Approach [17], and COMPENDIUM
text summarization [[19] assess its model using DUC 20022,
which is a benchmark dataset that includes text documents
with both human-made extractive and abstractive summaries.

D. Association Rule Mining for Textual Feature Extraction

Over the past decade, there has been significant progress
in Data Mining techniques for analyzing data from diverse
perspectives to unveil interesting relationships and knowledge.
Among them, Association Rule Mining (ARM) using text doc-
uments is a more frequent and domineering research approach
for finding out the most significant patterns and features in the
text documents while lessening the time for reading all the
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documents [45], [46], [47], [48], [49], 1500, 1511, 1520, 1531,
[54], [55]. Applications of the ARM technique span across
many domains as per the demand and nature of the problem.
Many such applications focus on refining and developing
highly efficient novel algorithms in mining association rules
from text documents. Apriori and FP-Growth are frequently
used ARM algorithms while literature documents the applica-
tion of Eclat, Tertius Association Rules, CLOSET+, CLOSET,
and FP-CLOSE for mining sequential and emerging patterns
from textual documents.

The application of ARM to the newspaper domain is very
useful since it helps readers easily discover important informa-
tion without having to read the entire article. The study in [S1]]
performs the Knowledge Discovery from web articles using
the GARW (Generating Association Rule using Weighting
Scheme) algorithm which works similarly to Apriori but is
found to be better than the Apriori algorithm. This study uses a
set of web news articles related to diseases to mine association
rules. Another experimental study [45] conducted using web
news articles discusses the performance of two most important
algorithms, Apriori and FP Growth. A recent study on MDS
using Fuzzy Logic and Association Rule Mining [S6] is very
related to our study and it has used association rules extracted
from the Apriori algorithm along with linguistic and statistical
features of the sentences for the summarization. Another
summarization approach [55] which summarizes transaction
datasets of network traffic into a compact version uses the
frequent itemsets generated from the apriori algorithm.

Owing to the shortcomings in applying traditional Apriori
algorithms to bulk data, recently, many researchers have fo-
cused on refinements to improve the effectiveness of ARM.
The novel algorithm, FEM (FP-growth & Eclat Mining) [43]]
which utilizes both FP-tree (Frequent-Pattern tree) and TID-
list (Transaction ID list) data structures have proven their effi-
ciency in mining short and long patterns from both sparse and
dense datasets. Another study presented in [48] deviated from
traditional ARM algorithms and presented a fuzzy extended
Boolean framework for identifying association rules in a text
document and used the generated rules for query refinement
in Information Retrieval. The DCI CLOSED [50], which is a
novel and scalable algorithm based on the divide-and-conquer
approach has been used to mine closed frequent itemsets using
the bitwise vertical representation of the database. Apriori
MSG-P [53] is another modified version of the traditional
Apriori algorithm for discovering hidden information in ARM
which has proven its efficiency using an operational database
at a hospital. The novel concept of rough association rules [54]]
which consists of a set of terms and a frequency distribution of
terms is capable of exploring more specific information than
normal association rules.

IIT. KNOWLEDGE REPRESENTATION USING A
KNOWLEDGE GRAPH

A KG uses nodes and edges for the structured representation
of facts, entities, relationships, and semantic descriptions [2],
[L4], [23], [24], [26], [40]. There are no proper definitions
for a KG. Several studies have given definitions for KG by
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relating critical characteristics of semantic representations in
text. We outline a Knowledge Graph, KG = E, R, F where E,
R, and F are sets of entities, relations, and facts, respectively.
A fact, f € F is denoted as a triple or triad (h, r, t) where
h, r, and t are head, relation, and tail, respectively. The nodes
and edges are used to represent the triples in the form of
subject—predicate—object (SPO), where the subject and object
are entities, while the predicate is the relationship amongst
those entities. The smallest KG which has only two nodes and
one edge is interpreted as a triple. Different representations and
modeling instruments including entities, classes, relationship
types, categories, ontologies, and free text descriptions are
used in KGs [2f], [12], [14], (23], [24], [25]. The real-world
objects and abstract concepts are mapped into these modeling
instruments which are represented using nodes. The relation-
ships between the above-mentioned, semantic descriptions,
and properties are represented using edges with a well-defined
meaning [26].

Based on the Resource Description Framework (RDF), the
knowledge represented in a KG can be expressed with factual
triads in the form of Head-Relation-Tail, Entity-Relationship-
Entity or Subject-Predicate-Object (SPO). A KG has two iden-
tical layers where the data layer represents domain specifics
using entities and their descriptions while the schema or
ontology layer on top of the data layer defines relationships
of the entity descriptions and their classes. Furthermore, the
schema or ontology layer represents the hierarchy of the
relationships and classes, relationship types, categories, free
text descriptions, rich and explicit semantics to infer additional
knowledge, facts (features) about the concepts, controlled
vocabularies, taxonomies, schemas, ontologies and it can be
linked to the web. The techniques used in KG construction can
be classified into five categories [39]]: knowledge extraction,
knowledge representation learning, knowledge mining, knowl-
edge fusion, and knowledge reasoning. Knowledge Graph
Completion (KGC), triple classification, entity recognition,
relation extraction, relation classification, and open knowledge
enrichment are several knowledge acquisition tasks in KG
construction [2f], [26].

IV. ASSOCIATION RULE MINING USING THE
FP-GROWTH ALGORITHM

A. FP-Growth algorithm for text mining

ARM using text documents has become an interesting
approach to finding out the most important information in
the text documents including text patterns and features [45],
[47], 1510, [57]. Recent studies use numerous data mining
techniques including classification, clustering, regression anal-
ysis, and ARM to discover knowledge from bulk data using
novel approaches. Many of such studies [49], [SOl, [S3], [S4],
[S6], [45], [S8]] represent refinements to the existing popular
ARM algorithms including Apriori and FP-Growth. The FP-
Growth algorithm is traditionally used for mining frequent
itemsets in transactional databases, but recently it has been
successfully applied to text data mining as well. Compared
to the Apriori algorithm, the FP Growth algorithm constantly
executes better. The experimental study conducted using web
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news articles [45] has proven that the FP-Growth algorithm
performs better than the Apriori algorithm by overcoming the
major weaknesses in the traditional Apriori algorithm such as
several transactional database scans, higher execution time,
and large memory consumption. More importantly, the FP
Growth algorithm performs well disregarding the number of
textual contents included in web news articles [45]]. Since the
FP-Growth algorithm has been proposed as an alternative to
the Apriori algorithm, its efficiency in mining frequent item
sets is also high [S8], [59], [60], [61].

The generation of conditional pattern base, generation of
conditional FP-Tree, and identification of frequent itemsets
are the major steps in the FP-Growth algorithm. Following
the required text pre-processing techniques, the algorithm
mines the Frequent Itemsets in text documents. The FP-
Growth algorithm requires several parameters where users
have the flexibility to set the parameter values based on their
requirements. The minimum support (min sup) determines
the minimum frequency threshold an item must meet to be
considered frequent, whole minimum confidence (min con)
sets the minimum confidence threshold for an association rule
to be considered interesting, other key parameters include the
minimum length (min len) and maximum length (max len) of
a frequent itemset. Users may also specify the number of top
frequent itemsets they need to return from the algorithm to
return. Since the user-defined values for the above parameters
have a significant impact on the final results of the ARM pro-
cess, it is recommended to experiment with different parameter
combinations to identify the optimal value set.

B. Association Rule Generation using Frequent Itemsets

Association rules represent “one implies the other” or ~oc-
cur together” among keywords within an indexed document.
These rules provide valuable insights into the relationships
between words in the text documents using the occurrence of
one set of items associated with the occurrence of another
set of items. The Association rule generation process requires
frequent itemsets consisting of high-frequency keywords in the
indexed documents. Given a collection of keywords A = wl,
w2,..., wn and a collection of indexed documents D = d1,d2,...,
dm, where each document di is a collection of keywords such
that d; C A. Let Wi be a set of keywords. A document di is
said to contain Wi if and only if W; C d;. The typical form
of an association rule is presented as W; = W;where Wi and
Wj are sets of keywords in a collection of indexed documents
such that W; C A, W; C A, and W; N W; = ). Wi is also
known as the antecedent whereas Wj is the consequent. The
rule can be explained as “if Wi occurs, then Wj is likely to
occur.” The importance of an association rule is measured by
three key measures: support(s), confidence(c) and lift (1) [45],
[47], [62]. If the support value is high, then the rule applies
to a significant portion of the dataset. If the confidence value
is high, then the reliability of the rule is high. There is a
higher likelihood of Wj occurring when Wi is present. The
process involving the ARM consists of two steps. The first
step is to find frequent itemsets where the support value of all
the itemsets is above the minimum support value. The second
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step is to generate the association rules using the output of step
1 while discarding the rules below the minimum confidence
value. Here, the two threshold values, minimum support, and
minimum confidence are the constraint values defined by the
user. The first step in ARM requires more time and effort, but
the second step is more forthright.

V. RESEARCH METHODOLOGY

Our research approach to abstract generation using web
news documents illustrated in Fig. |I| consists of five phases.
The source texts relevant to KG construction were taken
from the Document Understanding Conference (DUC) — 2002
dataset for multi-document summarization.

Phase 2: Knowledge Graph Canstruction

Web news
Articles

| Entity Discavery Knawledge Knowledge
l Base = Graph

Relation Extraction Canstruction Campletion

Phase 5:

Summiary

Phase 1: Text Phase 3: Association Rule Mining
s ; Phase 4: Ranking

Algorithm

FP-Growth Significant | [
Algarithm Rules

Fig. 1: The overall construction process of KG-based abstrac-
tive summary generation

Phase 1: Text pre-processing
We applied major text pre-processing tasks including low-
ercasing, tokenization, contraction expandition, punctuation
removal, stop-word removal, special characters removal, and
lemmatization for the identification of linguistic elements and
patterns within the text data.

Phase 2: Knowledge acquisition for KG Construction
Building the KG involves a series of sequential operations
arranged in a pipeline, and we adopted the methodology
outlined in [2]]. The specific knowledge acquisition tasks used
in this approach are divided into three categories as below.

o Entity discovery - Identification of entities from the

source document.

« Relation extraction - Discover the relational facts in the

source document.

o KG Completion — Construction of the KG by merging

triples and relation path reasoning.

Web_nlews Entity discovery PO
articles triples
Sch tol
Relation extraction |[™ be|| Schemafontology
layer
Pre-processing |—b

Syntactic Analysis Base - Knowledge Graph
Fig. 2: The overall process of knowledge acquisition for KG
generation

Data Layer

The news article contents underwent additional processing
using co-reference resolution and pronominal reference reso-
lution 18], [20] with spaCy libraries. Next, the deep syntactic
analysis steps illustrated in Fig. [2] are applied to extract
essential information, such as entities, relationships between
entities, and attributes. Attributes are properties associated
with entities and relations. Based on the output, we identify
the logical meaning of document sentences and extract logical
form triads. The deep syntactic analysis process uses several
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NLP techniques such as Named Entity Recognition (NER),
Part of Speech (POS) tagging, and entity disambiguation. A
triple is a combination of subject, predicate, and object (SPO)
in a sentence where the subject and object are considered as
the entities that are involved in a relationship defined by the
predicate. The spaCy libraries were employed to transform
every sentence in the source document, encompassing subject,
object, and predicate into a triple and subsequently stored
within the Knowledge Base (KB) [2]. The SPO triples are used
to construct the data layer in the KG and this process involves
two tree data structures: a constituency parse tree, which
breaks down a sentence into sub-phrases, and a dependency
parse tree, which analyzes the grammatical construction of
a sentence. The schema or ontology layer in the KG is
constructed with the automatic hypernym detection using the
Hearst-pattern-based methods [2]], [61] which is one of the
most influential approaches for identifying hierarchical level
relationships in text contents. Once the KB is populated with
the triples which represent the two main layers in the KG,
the construction of the KG is done by merging the triples,
predicting links and relationships. Modeling of the cross-paper
relationships in multiple documents related to the same news
event happened through entity interactions and information
aggregation. This process focus on inferencing novel relation
paths.
Phase 3: Association Rule Mining

- FP-Growth
SR Pre-processin, C :—F IIDE | Al o?’l}t‘:m | Significant
articles 2 = alculation 2 Rules
Indexing ARM

Fig. 3: The overall process in association rule generation

Referring to the depiction in Fig. [3] the collection of e-
news articles was prepared for the ARM process following
the basic text pre-processing steps described in Phase 1. Our
approach uses the TF-IDF numerical statistic to generate index
terms from the pre-processed web news articles and the FP
Growth algorithm for mining association rules since it is faster
than the traditional Apriori algorithm [3S8], [S9], [60], [61].
The transaction generation process treats each document as
a transaction, where the terms or words are the items in the
transaction. The algorithm first converts the text documents
into a highly condensed conditional FP-Tree and later extracts
the frequent itemsets. Secondly, it uses the identified frequent
keyword sets in step 1 to generate the association rules by
discarding those rules below minimum confidence.

Phase 4: KG ranking algorithm This phase describes our
novel solution for the RQs on enriching the accuracy of the KG
ranking algorithm for generating a better abstractive summary.
The selection of a subset of domineering features from the KG
for inclusion in summary generation is the major challenge
in KG-based text summarization. Since there are several KG
ranking algorithms, the decision to select the most suitable
ranking algorithm depends on the application domain and
specific characteristics of the knowledge graph. We proposed
six different KG ranking algorithms based on combinations of
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three diverse components, degree centrality, SPO availability
in association rules, and association rule-based statistics to
measure the plausibility of factual triples in the KG. The
degree of centrality used in traditional KG ranking algorithms
provides an insight into the prominence of nodes in a KG
based on the number of relationships they have. We consider
this measure which is calculated using Equation [T as our first
component since it highlights the entities that play key roles.

total ber of nod
Degree Centrality = otal humber o7 nodes

number of edges connected to node

(D

Since the subject, predicate, and verb are essential com-
ponents of a sentence that play distinct roles in conveying
meaning and structuring language, next we consider the avail-
ability of SPOs in the filtered association rules. All the filtered
association rules and each triple in the KB are considered for
the weight calculation illustrated in Pseudocode 1.

Peeudocode 1 Weight calculation for SPO triples bazed on
their availability in rules
Sfunction SPOWeight(friple, associationRules[]):

weight =0
Jor rule in associationRules(]:

i triple tn rude:

weight +=T1
return welight

Further, we consider additional factors, such as support,
confidence, and lift level of the association rules to calculate
a more sophisticated weight. The third component calculates
a weight for each triple using pseudocode 2 to statistically an-
alyze and understand the patterns and relationships in filtered
association rules.

Peeudocode 2 Weight calculation for SPO triples bazed on
rule statistics

Sfunction RuleStafWeight(fripls, associationRules(]):

weight =0
Jor rule in associationRules(]:

if triple tn rulel Tule'T:

confidence = rule{ "confidence’]
support = rulel support ']
Iift = rudel lift']
fripleWeight = (corfldence + support + lift) /[ 3
welght += tripleWeight
return weight

The composition of the above components is explained in
Table 1. Algo O considers only the degree of centrality which is
the traditional graph ranking approach. Except for Algo 1 and
Algo 3, each algorithm listed in Table [I] provides an average
weight value for every triple in the KB. The normalized
weights are utilized to facilitate a more effective comparison
across all algorithms.
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TABLE I: The composition of components in the designed
KG ranking algorithms

Proposed KG Ranking Algorithms

ol —~|a ||« |wn ©

S| S| &S| &S| S| 5] 5

Component < < < < < < =<

Degree centrality X - X - - X X

SPO availability in rules - X X - X - X
Association rule-

based statistics ) . ) x X X *

Phase 5: Abstractive Summary Generation The final phase
in our approach is to generate abstractive summaries using the
salient triples identified through the KG ranking algorithm.
We used the language model, NLG-Py (Natural Language
Generation in Python) for natural language abstract generation.
It provides a set of modules for generating sentences from
structured data, making it suitable for converting triples into
abstractive sentences. The selection of triples from the KG
for abstract generation is determined by the compression rate.
Given that the DUC-2002 dataset comprises human-generated
abstracts with word limits of 50, 100, and 200 words, we
consider these specific word limits as the compression rates.

VI. EXPERIMENTAL RESULTS
A. Environment and Dataset

The minimum requirement for the implementation of KG,
ARM using FP Growth algorithm, and natural language gen-
eration is Python version - 3.7.0 using a workstation with
Intel(R) Core (TM) i3-8130U CPU @ 2.20 GHz and 4 GB
main memory. All the experiments described in this paper
were done using a benchmark dataset that includes a collection
of e-news documents in the English language released by the
DUC - 2002. This dataset specifically relates to the task of
extractive and abstractive summarization and it includes text
documents with both human-made extractive and abstractive
summaries. The dataset contains 128 event-related e-news
article sets where each set consists of an average of 10 articles.
Each e-news article contains a minimum of 10 sentences and
no specific maximum length.

B. KG construction using e-news articles

The major steps in the KG constructions are described
using the news articles included in the Hurricane [d061jb]
news document collection taken from the DUC - 2002
dataset. We apply the specific knowledge acquisition tasks
to discover entities and extract relationships in the e-news
articles following the text pre-processing steps described
under Phase 1. An example sentence included in the Hurricane
[dO61jb] news document collection, DUC — 2002 dataset is
presented below.

“Prime Minister Edward Seaga of Jamaica alerted all gov-
ernment agencies, saying Sunday night: Hurricane Gilbert
appears to be a real threat and everyone should follow the
instructions and hurricane precautions issued by the Office
of Disaster Preparedness in order to minimize the danger”.
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The NLP techniques such as NER and POS tagging are
applied to each sentence in the news article collection to
extract the combination of subject, object, and predicate (SPO)
in the form of triples and store those within the Knowledge
Base (KB). Furthermore, the sub-phrases in each sentence
were analyzed using the constituency parse tree. Grammatical
structure of a sentence was analyzed using the dependency
parse tree. Later, the SPO triples stored in the KB are used
to construct the data layer in the KG. The hierarchical level
relationships in the e-news articles are extracted to build up
the schema layer in the KG using the automatic hypernym
detection using the Hearst-pattern-based methods [2], [61].
Once the SPO triples which represent the two main layers in
the KG stored in the KB, the construction of the KG (Fig.
M) is done by merging the triples in the KB, Meanwhile,
this process predicts novel links between entities, identifying
novel relationships and model the inter-document relationships
related to the collection of e-news articles.

Fig. 4: An extract from the constructed KG for Hurricane news
document collection — DUC 2002

C. ARM using the FP-Growth algorithm

The experimental design for ARM described in this study
was carried out using a list of three topics related to web news
article sets named Hurricane [d061jb], Bomb Blast [d063j],
and McDonald [d064jb]. Following the required text pre-
processing steps, the index terms that are above the threshold
value of 0.6 for the TF-IDF score were extracted to represent
each e-news article. We conducted the experiments on rule
generation by manipulating the number of top N terms with
the highest TF-IDF values which occupied the final list of
keywords used in the ARM. Based on the experimentation
results in [45] for selecting the most suitable algorithm for
ARM using e-news articles, we applied the FP-Growth al-
gorithm for ARM. Our approach considers each sentence in
the web news article collection as a database transaction.
Depending on the average number of words in a sentence,
we manipulated the number of keywords used to represent a
sentence for generating association rules. An extract from the
list of association rules generated for the document collection
[d061jb], containing 17 keywords is displayed in Fig. [3].

D. KG ranking algorithms

We designed six different KG ranking algorithms combining
three diverse components, degree centrality, SPO availability
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Fig. 5: An extract from the list of association rules generated
for the document collection [d061jb] — DUC 2002

in association rules, and association rule-based statistics. These
algorithms were used to measure the plausibility of factual
triples in the KG and to generate abstractive summaries using
the highest-ranked triples. The composition of the components
in each algorithm is explained in Table 1. Algorithm 1
calculates a score for each triple in the KG considering only
the availability of each SPO triple in the generated rules.
Algorithm 2 is an enhanced version of algorithm 1 which
considers the graph property, and node degree along with SPO
availability in association rules. Algorithm 3 calculates a score
for each triple in the KG based on three factors: the number
of rules a triple is visible, the number of rules where the SPO
in triples appears on the RHS side of the ruleand is preceded
by words on the LHS and the confidence value of such rules.
The combination of the two components, SPO availability in
rules and association rule-based statistics are considered in
Algorithm 4, and the combination of degree centrality and
association rule-based statistics is considered in Algorithm 5.
Algorithm 6 is the combination of all three components.

E. Abstractive summary generation

The generic human-written abstractive summaries in the
DUC-2002 dataset provide four types of summaries based
on the number of words present in the summary. We have
considered the abstracts with 50,100 and 200 words for each
document and we omitted the 10-word abstract since it took
the form of a headline. Our model generates three abstracts by
compressing the information in the original web news articles
into 50, 100, and 200-word abstracts.
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TABLE II: The experimental setup for selected news topics in
the DUC 2002 dataset

Z
S

g i}

z ke
a .| E| 58 o
= Sl e |22 8| || =
2 g g %5 5| 5| 8 &
k51 = = g @ 2 %] &} —
5 51 ] g = > . g 3
= S| S | &g | 2| E|E| &
O # | #* ® | = | = #*
17 | 50 | 80 1542
[dO61jb] | 4 170 20 20 | 50 | 80 | 1563
23 | 50 | 80 1598
19 | 50 | 80 | 2224
[d063j] 7 195 22 22 | 50 | 80 | 2251
25 | 50 | 80 | 2278
28 | 50 | 80 1475
[d064jb] 5 95 31 31 50 | 80 1626
34 | 50 | 80 | 1870

We have conducted the experiments manipulating the vari-
ables; the number of keywords for frequent itemset generation,
minimum support, minimum confidence for rule generation,
and the compression rate (number of words present in the
model-generated abstracts). Every experiment was repeated
with each KG ranking algorithm presented in Table [} The out-
comes obtained from several experiments conducted with the
manipulated variables, as depicted in Table [, are presented
in this paper.

TABLE III: Variable values in the test case 1

5 8 J
B E =
2 . EZ | 2
. . =
E Bl 282 %
2 |2 | Q| EE g
= gle| g 88| %
@) ® | = S| =& [
[d0GLjb] | 17 | 50 | 80 | 50 | Algo 6

The 50-word model-generated abstract derived from the
KG for test case 1 in Table [Tl is presented below.

Hurricane Gilbert, classified as a category 5 storm, resulted
in death, extensive flooding, and significant damage as it
moved through the Caribbean Islands and moved toward the
Yucatan Peninsula. After skirting various island nations, it
has caused substantial loss of life and damage in Jamaica.
Subsequently, it beat the Yucatan Peninsula before scatter-
ing.

The automatic evaluation of the model-generated abstract
was conducted using the ROUGH 1, ROUGH 2, and ROUGH
L measures [12]], [17], [19], [22], [31], [32], [41]], [44]. Recall
(r), Precision (p), and Fl-measure (f) values were computed
for each ROUGH measure, by comparing model-generated
abstracts to a 50-word human-generated abstract from DUC-
2002 which was used as the reference summary for evaluation.

Our model generated a 50-word abstract for test case 1 using
six different algorithms. Subsequently, we calculated ROUGH
measures for each summary produced by the model, assessing
the quality and effectiveness of the generated summaries.
Similarly, we generated a 50-word abstract using Algo 0
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to represent the pure ranking algorithms described in the
literature. The received results for test case 1 are presented in
Table [[V] The detailed comparison of the ROUGH 1, ROUGH
2, and ROUGH L measures in Table [[V] are illustrated in Fig.

6
g
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1
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(a) ROUGH 1 Evaluation of the generated abstracts using test
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(c) ROUGH L Evaluation of the generated abstracts using test
case 1

Fig. 6: ROUGH evaluation of the generated abstracts using
test case 1

Since algorithm 6 shows a significant improvement in the
ROUGH measures compared to the other algorithms, we
further compared the ROUGH measures of model-generated
abstracts with 50, 100, and 200 words (Table M)

The detailed comparisons of the results received for test
case 2 are illustrated in Fig. [7]

VII. DISCUSSION

We assess the effectiveness of our proposed model on a
set of selected news document collections in the DUC-2002
dataset for abstract generation. The analysis done based on the
experimental results received for test case 1 shows that the
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TABLE IV: Comparison of various algorithms based on precision (p), recall (r), and F-measure (f).

TABLE V: Variable values in the test case 2
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KG ranking algorithm 6 has the best performance over other
algorithms. Also, algorithm 4 outperforms other algorithms
securing the next best ranking. Based on the complete analysis
done with all the test cases in Table [l shows that the KG
ranking algorithm 6 has the best performance and algorithm 4
has the next best ranking. This makes the broad conclusion that
Algorithm 6 consistently excels in abstract generation using
the DUC-2002 dataset and it is important to consider specific
variations in performance across different datasets.

After establishing Algorithm 6 as the top performer, our
next motive was to examine how the number of words ap-
pearing in the model-generated summary impacts its effective-
ness. Both ROUGH 1 and ROUGH L measures show strong
performance with the 100-word abstract while demonstrating
less effectiveness in the case of 50 and 200-word abstracts.
The ROUGH 2 measures show strong performance with the
50-word abstract while demonstrating equal effectiveness in
the case of 100 and 200-word abstracts. On average, it can
be concluded that Algorithm 6 shows strong performance in
generating 100-word abstracts.

Finally, we explored the influence of the number of key-
words on frequent itemset generation when abstracts are
generated with Algorithm 6. Both 100 and 200-word abstracts
generated with 20 keywords on frequent itemsets perform
well over 50-word abstracts. Abstracts generated with 17
keywords on frequent itemsets had a good performance in 50-
word abstracts while abstracts generated with 20 keywords on
frequent itemsets had a poor performance. The average number
of words in a sentence in the test case 1 equals 20. Similarly
model generated abstracts using 20 keywords on frequent
itemsets perform well over other keyword combinations. So,
it concludes that abstract generation performs well when the
number of keywords on frequent itemsets equals the average
number of words in a sentence.

The experiment results show that the novel KG ranking
algorithm with all three components produces significantly
higher ROUGE scores than the remaining algorithms we
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Fig. 7: ROUGH evaluation of the generated abstracts using
test case 2

experienced. We also proved that the compression rate of 100
words in the final abstract has a significant involvement in
obtaining a better performance in abstract generation. Fur-
thermore, abstract generation performs well when the number
of keywords on frequent itemsets equals the average number
of words in a sentence in the news article collection. The
illustration of the experimental results shows that our proposed

May 2025



Utilizing Association Rules in Knowledge Graphs for Enhanced News Summarization 110

KG-based abstract generation model achieves considerable
improvement compared with the baselines. All these conclu-
sions are specific to the DUC-2002 dataset and variations in
performance may occur when applying the same methods to
different datasets.

VIII. CONCLUSIONS AND FUTURE WORKS

While answering the main RQ, we implemented an accu-
rate KG ranking algorithm for generating better abstracts in
the context of news summarization. Our experiments were
focused on six different KG ranking algorithms to bridge
the knowledge gap between NLP and Data Mining fields. In
addressing RQ1, we employed association rule-based statistics,
an effective and influential factor in extracting insights from
association rules to enhance the efficacy of traditional KG
ranking algorithms. Next, we considered the SPO availability
in the association rules, which is an essential component of a
sentence that plays distinct roles in conveying meaning and
structuring language to answer RQ2. Algorithm 4, a com-
bination of rule statistics and SPO availability, outperforms
algorithms 1 and 3, each of which considers only individual
components. Algorithm 6, which integrates the knowledge
derived from association rules along with degree centrality and
SPO availability in association rules is capable of taking out
the best subset of triples from the KG for abstract generation.

The main contribution of this study is the novel KG ranking
algorithm which is based on knowledge derived from associa-
tion rules that play an important guiding role in selecting the
best subset of triples for final abstractive summary generation.
Our experimental results have proven that a KG ranking
algorithm that considers different textual features performs
better than the existing pure ranking algorithms. The auto-
matic evaluation results on the DUC-2002 dataset show the
superiority of our approach in generating abstracts for e-news
articles. However, variations in model performance may occur
when applying the same methods to different datasets on news
article summarization.

In the future, we would like to expand our experiments
on model evaluations and performance comparisons using
the CNN/DailyMail dataset and NYT Corpus, which is a
popular, standard, and easily accessible text summarization
dataset [12], [22], [37]. In this study, we mainly focused on
general-purpose summary generation for the entire population
of e-news readers. Moreover, the integration of personalization
to enhance the summarization approach by adjusting the
ranking algorithms is another future direction. Finally, we are
planning to expand our model evaluations by manipulating
the parameters required for association rule generation and
the human evaluations for the model-generated abstracts with
the support of domain experts.
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